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Versa WFH Solutions

Versa Work-From-Home solutions include

* Versa Secure SD-WAN with Versa Operating System (VOS™) running on an appliance
for Work-from-Home

* Versa Secure Access with client running on a personal end device for Work-From-Home
and Work-from-Anywhere

Versa Secure SD-WAN with VOS™ Running on an Appliance

Capabilities
Versa Secure SD-WAN with VOS™ running on an appliance is typically for executives,
specialized workers, and employees requiring full VOS and working from home. It gives
following capabilities:
* Optionally use of two or more Internet connections for additional reliability,
performance and throughput along with back up connectivity
= Full security functionality at via comprehensive integrated security within VOS™

* Prioritization of business-critical traffic with application segmentation and full Secure
SD-WAN functionality

* Link selection based on application, networking, and traffic steering policies (e.g. allow
only business critical on LTE link if it is last resort link)

* Privacy of data for family members, co-residents, and shared networks (opaque to
visibility part)

* Direct to Internet Access for SaaS Apps for business-critical traffic
* Direct to Internet Access for leisure apps from family members and guests

* OpEx subscription model while still using an appliance and VOS software

* Split billing based on business use vs non-business use

Performance and Experience Monitoring
For Performance and Fault Monitoring, appliances running VOS periodically monitor the health
of various overlay paths and applications using active or passive monitoring methods. The
metrics include the following:

* Latency

= Jitter

= Loss

* Mean Opinion Score

= Application Rank

= Availability
Metrics help determine Application Performance and Quality of Experience for traffic going

through either overlay or local breakout.
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Application Performance Monitoring

= SD-WAN solution tracks and reports application performance per path.

* This graph shows real time performance of business-critical application traffic on
various traffic paths.
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QOE Reports

Demonstrate how SD-WAN helps improve traffic performance
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The quality of experience with SDWAN resulting from traffic steering, Forward Error Correction
(FEC), replication

Problem Identification and Remediation

Analytics data exported from the remote branch helps in troubleshooting day to day issues
with connectivity, traffic experience, interoperability, and misconfiguration. This helps detect
intermittent availability issues with site/link, determine if it is an underlay/overlay issue, and

trace the traffic using per flow logging/packet capture utilities.

Troubleshooting: Site/link Availability

Is the site or link degraded or down?
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Troubleshooting: Alarm Monitoring

= Alarm correlation helps generate insights

* Filtering on alarm fields help isolate the issue

el Alarms

Search; | CHCK 1o 36l 3 fler 4

Receive Time L Severity Appliance Alarm Type Description

Sep 17Tth 2020 114240 AM PDT  critical SOWAN-Controlier1  bgp-nbr-state-change BGP instance T5001: Peer 10.0.0.14/50'WAN-Branch) transifioned 1o Idle state

Sep 171N 2020, 114157 AM POT  major SOWAN-Controlier]  Sawan-0Mapatn-gown Datagam from SOVWAN-Controled 1WAND 10 SDVAN-BIanch 1/WANZ for waCiass 52_nc 5 down
Sep 17th 2020, 11:415TAMPDT  major SOWAN-Controller]  sdwan-daapath-dovn Datapath from SDWAN. o SDVWAN- for WwdClass fo_nc is dovn
Sep 17ih 2020. 114156 AM PDT  major SOWAN-Controlier  sdwan-dMapath-down Datapath from SDWAN-Controller 1/WAN 1 to SDWAN-Branch1/WAN2 for twdClass f2_nc is down
Sep 1Tth 2020, 114154 AM PDT  major SOVéAN-Controller  sdwan-datapath-dovn Datapath from SOVVAN-Controfler 1/WAN 1 fo SDVIAN-Branch1/WAN1 for fwdClass fc_nc is

Sep 1Tth 2020, 114184 AMPDT  major SOWAN Controller!  sdwan-datapath-down Datapath from SOWAN-Controller 1AWANZ 1o SDWAN-Branch1AWWAN1 for fwdCl

Sep 1Tth 2020, 114151 AMPOT  major SOWAN-Controller]!  ipsec-tunnel-down IPSEC tunnel with peer 10.0.0.15 (routng-instance Tenant1-

Sep 1Tth 2020 114151 AMPDT  major SOWAN-Controller! Branch SO°

Sep 17th 2020 114151 AMPDT  major SOWAN.Controller]  ipsac.de.doven IKE comnection with pesr 100 0 15 (routing-instance Tenant 1.Control VR is down

Sep 17TIh 2020, 114144 AMPDT  major SOViAN-Branchd SR AN-0M AR AN-CoWN Datapam from L] for fwdClass fc_af i down
Sep 1Th 2020, 11:41: 44 AM PDT SOWAN-Branchd sdwan-dMapath-donn Datapath from SDWAN. o SOWAN. fe_ef is down
Sep 1Tth 2020. 114143 AM POT SDOWAN-Branchd sdwan-dstapath-dowm Datapath from SDWAN. to SDWAN. for fwdClass fe_ef is down
Sep 171h 2020, 11:41:43AM POT SOWAN-Branch4  sowan-datapath-cown Datapath from SOVIAN. SOWAN for fwdClass fc_ef is down
Sep 1Tth 2020, 11:41:43AM POT SOWAN-Branchd sdwan-datapath-down Catapath from SOWAN. to SOWAN. for fwdClass f_ef is down
Sep 17T1h 2020, 104136 AM PDT  major SOWAN-Branch? sdwan-gaapath-down Catapath from SDVWAN. o SOWAN. for fwaClass fc_ef s down
Sep 17th 2020 1141:36AM PDT  major SOWAN-Branch2 sdwan-dMapath-donn Datapath from L] for fwdClass fc_ef i down
Sep 17th 2020 114136 AM PDT  major SOWAN.Branch} scwan-dMapath.down Datapath from SDWAN. 1o SOWAN. fe_of is down
Sep 17T1h 2020, 114136AM PDT  major SOViAN-Branch2 sdwan-dMapath-down Datapath from SDVYAN. o SOWAN. for frdClass fc_ef is down
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Policy Driven Packet Capture Facilitates Deeper Analysis
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PCAP Logs
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Use Cases

Versa Secure SD-WAN with VOS™ running on an appliance at home or a remote worker location

provides analytics for all of the use cases below:

* Performance & Fault Monitoring

= Application Performance
= Poor VolP/Video Issues

= Application Connectivity Issues

= Control Plane Issues: DDoS Attack, Protocol Storms

* Rogue Flows
= Underlay or Overlay Issues
* Usage Monitoring
= Capacity Management
= Capacity Planning (QoS)
= Security Monitoring
= Detect Infections via Viruses and Malwares
» Local or Network wide Threats
* Troubleshooting
= Traffic Analysis
= Availability Tracking
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Versa Secure Access with Client

Capabilities
Versa Secure Access with client running on a personal end device is designed for an elastic

workforce. It gives the following capabilities:

* Work from Anywhere with Secure, Reliable Connectivity
= Assured Experience for Business Applications
* Cloud Managed, Cloud Delivered, SaaS
= Seamless integration with existing IT infra
= Zero Trust Network Access (ZTNA)
= Micro Segmentation
- Per Application & Gateway segmentation
- Isolate applications to specific gateways
- Segment critical applications/gateways from users who don't need to access
= Multi Factor Authentication
- Integrates MFA to verify user identity
- OTP - SMS or Email supported
= Per Application Authorization
- Granular, per user application control
- User Authentication with preferred identity mgt system
- Per user policy controls access to each application
* Network and User Visibility
- Real-time and historical visibility

- User/Application information

Components of Versa Secure Access

Enterprise DC via system
of Versa Coud Gateway

Versa Secure Access Portal
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Versa Secure Access client (VSAC) N Lj o8 [ D

Windows & MacOS, i0S with automated installation

‘Windows, MacOS5, iC5, Linux Devices
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Performance and Experience Monitoring

For Performance and Fault Monitoring the Versa Secure Access client periodically measures
round trip time, loss, and other SLA metrics to the distributed system of Versa Cloud Gateways.
These metrics can help derive the QOE for client’s traffic through different service providers and

identify if it is a local issue or a network wide issue.

For remote workers' application traffic, the distributed system of Versa Cloud Gateways perform
application performance monitoring and intelligent traffic steering towards the application
server. Application performance metrics are exported to analytics. Analytics computes
application rank algorithmically using various traffic metrics such as network response time,
retransmissions, syn/syn-ack time, syn-ack/ack time etc. seen by the actual traffic. The rank
expresses perceived user experience in simple metrics with 1 considered as good performance

and 100 as bad performance.

Below table shows how remote access user applications are performing.

Search

Sie Applcaton User Wersa App Rank Sesniony Ketwork Response Time ma) Aborted Retused TCP Retransmit Fwd TP Retransmit Rev SAA RTT jusec)
@ HE-DC-Branch-1  uninown_Icp  yifyustwu@versa-networks.com 4 T oms ] (] 0 o 18539 04
@ WE-DC-Branch-l  ssh FTYURTUEVErSa-BatH O com 57 3 1dms 0 0 1 ] 12638 T
@  HEDCBranch1  hitn2 yiryuamwu@versa-nesworks com  [SSINN 1% Zims o 3 4 1 2157 705
@ ME-DC-Branch-1  versh yinyussvu@versa-neoweris. com [N (] s ] (] ] 57 jE) 1259
@ HE-DC-Branch-1  hitpe vimuamu@versa-networks com  [IEEIIN 4 my ] L] ] 2 21487 ™
G HE-DCB unkown_ice com  [EDOINN = Ims ] (] % [] near R
@ HE-DC-Branch-1  hitp2 wishaigarg@versa-natwerks.com RN 108 19ms ] 4 " &6 2 -7
@ HEDCB hiip com [N 13 Hms ] (] o 3 2004 M
@ HE-DC-Branch-1  versa wishaigarp@versa-natwerks. com  [SRENNN £ ims ] 0 B W00 19816 0
Q €-DC-8: hiflps. Gargi 5 Com 4 1% 1Tms 0 0 0 L] 16512 605

The drilldown provides detailed metrics per application/destination.
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Varsa App Rank

Thursday, Oct 22, 17:00
150 @ Internet-1,55h,10.40.24.0/24,naveen@versa-networks.com: 72.0 |
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2 s '
: i II B il

LR 12:00 13:00 14.0¢ 15:00 16:00 17:00

Time2

Hataork Bazonse Tme

App Rank

@ intereas=1,31k, 10,192 70,0/ 24, navean Feariaeratnerks com
B intereai=1.55h.10.48.1 55,0/ 24 naveanFransa-natworks. com

® ietamate1.a5h.19.48.245.0/ 4. ravesndvarib- setmorks com
@ mtemac-1.08h.19.40.1.6/ 24 naveendraria-natwarks com

B intereas=] 50k, 10.40,24.0/ 24, awwen Fearsasnatworks com

Search: Show 10  eniries
Copy CSV PDF
site Access ciecuit  Application  Network Prefix  User VersaApp Ramk | Sessions  Neowork Responss Time (ms]  TCP Retransmit Fwd  TCP Retransmit F
HE-DC-Branch-1  Inlermit-1 ssh 1019273024 naveen@versa-networks com  [NO0INN 1 9Tms 4 14
HE-DC-Branch-1  Inteenet-1 35h 1048245024  naveen@versa-networks com  [NEGIIN 1 oms 1 2
HE-DC-Branch-1  Intermet-1 ssh 10.40.24 024 navesn@versa-networks com  [IERNIN 3 1Tms 1520 2
HE-DC-Branch-1  Intermat-1 ssh 1048185024 navesn@versa-netwarks. com 63 1 Hms L] ]
HE-DC-Branch-1  Intermet-1 ssh 10.40.1.0/24 naveen@versa-networks com 52 “ 16ms 7 n
HE-DC-Branch-1  Internet-1 ssh 10.40.174.0724 naveen@versa-networks com 4 1 3oms 0 0
HE-DC-Branch-1  Intermnat-1 ssh 104840024 naveen@versa-networks com 4 1 21ms L} L]

SEARTT [usec)

WHITE PAPER

% e
180 an
1882 503
7 8
" 0

2283 254
20 3
ke k] 346
£+ 45



Versa Analytics for Work-from-Home WHITE PAPER

Problem Identification and Remediation
To troubleshoot a remote user’s connectivity and traffic issues, there are several reports
available at a per tenant, gateway, user level as shown below.
Tenant View
In tenant view, analytics shows the summary and historical view of following metrics via the
distributed system of Versa Cloud Gateways:

= concurrent users

* successful/failed attempts
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HE-DC-Branch-1 " 1 e PR N g 27
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User Map

User map shows location of the users active in the specified time range. On clicking on a
specific user icon, further details of the user are shown such as WAN IP, ISP, server it is

connecting to etc.
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Traffic view provides the gateway the users are connected to as shown below.

L& Users Map

User View: Tracking User Connectivity Events

User Traffic View

Labrador Sea

North
Atlantic
Ocean

3 ! Veneruela
onumluu Lo S
A

- £
[
—

Helps determine if there were any failures/flaps in the connections from remote access client.

SECACC. USERS
Usage Events  Logs

L Events Per User

Others

1 Events

Search; Chek to set a filter

Receive Time !
Oct 215t 2020, 6:56:33 PM PDT
Oct 215t 2020, 6:56:33 PM POT
Oct 215t 2020, 6:56:00 PM PDT
Oct 215t 2020, 6:55:30 PM POT
Oct 215t 2020, 6:55:16 PM PDT
Oct 215t 2020, 6:55:16 PM POT
Oct 215t 2020, 6:54:36 PM PDT
Qct 215t 2020, 6:54:35 PM POT
Oct 215t 2020, 6:50:23 PM PDT

Oct 215t 2020, 6:50:23 PM POT
4

Appliance

HE-DC-Branch-1
HE-DC-Branch-1
HE-DC-Branch-1
HE-DC-Branch-1
HE-DC-Branch-1
HE-DC-Branch-1
HE-DC-Branch-1
HE-DC-Branch-1
HE-DC-Branch-1
HE-DC-Branch-1

Showing 1 to 10 of 1,362 entries

Top 5

L

karthikeyanp@versa-networks.com

prabhakaran@versa-networks.

akini@versa-networks.com
naveenBversa-networks.com

vighalgarg@versa-networks.com

User

User IP

174112138182
174112.138.182

patel@versa-networks com
jpatel@versa-networks.com

rahul@versa-networks.com 76.103.160.252
rahul@versa-networks.com 76.103.160.252
ganesh@versa-networks.com 7393184147
ganesh@versa-networks.com 73.93.184.147
balachandar gara@versa-networks 73.202.185.81

73.202.185.81
142182175.137
142182.175.137

balachandar. gara@versa-networks
gpatel@versa-networks.com
jgpatel@versa-networks.com

& Events Per Type

Tops = 4
tunnel-ike-down
tunnel-down
tunnel-ike-up
wnnel-up

show 10 entries
sV | POF

Event Description

twnnel-ike-up  IKE connection with peer 174.112.138.182 user jpatel@versa-networks com (routing-instance Inte

wnnel-up
tunnel-ike-down
winnel-down
wnnel-ike-up
wnneél-up
wnnel-up
wnnel-ike-up
nnel-ike-up

wnnel-up

IPSEC tunnel with peer 174.112.138 182 user jpatel@versa-networks.com (routing-instance Intern
IKE connection with peer 76.103.160.252 user rahul@versa-networks.com (routing-instance Intern
IPSEC tunnel with peer 76.103.160.252 user rahul@versa-networks.com (routing-instance Internet
IKE connection with peer 73.93.184.147 user ganesh@versa-networks.com (routing-instance Intery
IPSEC tunnel with peer 73.93.184.147 user ganesh@versa-networks.com (routing-instance Interne
IPSEC tunnel with peer 73202 18581 user balachandar gara@versa-networks (routing-instance In
IKE connection with peer 73,202 185.81 user balachandar gara@versa-networks (routing-instance
IKE connection with peer 142 182.175.137 user jgpatel@versa-networks.com (routing-instance Int
IPSEC tunnel with peer 142 182.175.137 user jgpatel@versa-networks.com (routing-instance Intert
*
- 2 3 a4 5

137 Next
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Authentication failures caused due to invalid username/password from the client, OTP

mismatch, cipher mismatch, server tunnel IP address exhaustion etc. can be tracked as follows.

Receive Time L Severity Appliance Alsrm Type Description Class

Oct 19th 2020, 5:21:36 PM PDT indeterminate HE-DC-Branch-1  ipsec-ike-auth-failure  IKE authentication with peer 207.47.61.9 user networks.com (routing-instance Internet-1-Transport-VR) falled new

Oct 19th 2020, 5:21:20 PM PDT indeterminate  HE-DC-Branch-1  ipsec-ike-auth-failure  IKE authentication with peer 207 47 61.9 user abhishubham@versa-networks.com (routing-instance Internet-1-Transport-VR) failed new

Oct 19th 2020, 5:21:06 PM PDT indeterminale HE-DC-Branch-1  ipsec-ike-auth-failure  IKE authentication with peer 207.47 61.9 user @ etworks com (routing-instance Internet-1-Transport-VR) failed new
Oct 19th 2020, 5:20:56 PM PDT indeterminate  HE-DC-Branch-1  ipsec-ike-auth-fail IKE with peer 207.47.61.9 user etworks.com (routing-instance Internet-1-T VR) failed new
Oct 19th 2020, 3:43:.42 PM POT indeterminate  HE-DC-Branch-1  ipsec-ike-auth-failure  IKE authentication with peer 207.47 61.9 user @ etworks.com (routing-instance Internet-1-Transport-VR) failed new
Oct 19th 2020, 3:43:38 PM PDT indeterminate  HE-DC-Branch-1  ip ike-auth-fail IKE ion with peer 207 47 61.9 user networks com ating-insta Intarnet-1-Ti r-VR) failed new

User View: Usage monitoring

Top Remote Access Users Per Tenant Based on Traffic Activity.

v |ia = Last day -

SECACC USERS
Usage Events Logs

ie=4 Tps 3 = &
GOM
z
£
£ 40M Others -
5 .
i - sathiyan@ve..
o_% 20M
f krishnaveni@... - '—
o el —— . . liang @versa-net. .
18:00 2100 21.0at 03:00 0600 0%:00 12:00 15:00 18200
Time2 skuntal@versa-netw.
rahul@versa-networks.
@ sathivand, ks com & sk & rks.com @ krishnaveni@versa-nerworks.com

Summary of All User's Traffic Activity.

search; | Click to set a filter Show 1.. v entries

User Volume-RX (Bytes) | Volume-TX (Bytes) Total Bandwidth (bps)
rahul@versa-networks.com 2103 M 796.68 M 217 M -
sathiyan@versa-networks.com 9TM 308G 298M
saichandra@versa-networks.com 2798M 1007.25 M 34017 K
krishnaveni@versa-networks.com 238M 146G 406.06 K
nsandrapati@versa-networks.com 1807 M 21282 M 197.49K
liang@versa-networks.com 17.97 M 711.92M 59487K
skuntal@versa-networks.com 1548 M 52224 M 61181 K
sparasar@versa-networks.com 10.65 M 4755 M 41.76K
vinit@versa-networks.com 932M 299.57 M 290.85K
ganapathi@versa-networks.com 792M 17098 M 12213K
swatisnata@versa-networks.com 731M 175.24 M 97.94K
paulx@versa-networks.com 69M 15931 M 3162K
nraghu@versa-networks.com 651 M 101.23M 12791K
surajm@versa-networks.com 6.08M 2494 M 17.29K

srusti@versa-networks.com 58M 13447TM 2543K
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A drilldown into a specific user provides the user’s traffic activity, applications accessed, events,

and logs as follows.

SECACC USERS' naveen@versa-networks.com

Reset zoom . E l*l
M
= -
E M Tuesday, Oct 20, 17:20
5 * naveen@versa-networks.com,73.170.192.192: 2.4 Mbps
2
E 11’
i I I
0 — — |
17:05 17:10 17:15 17:20 17:25 17:30 17:35 17:40 17:45 17:50 17:55
Time2

@ naveendversa-networks com,73.170.192.192 @ naveenSversa-networks com,73.252.147.171

Applications/application categories accessed by user Naveen.

Tops 2= 4 Tops 2= 4
Others - Business
wersa — ,I
unknown_tep “
— ssh
https
\
“ Unknown © Data

Show 10 ~ entries

User P 1sp Volume-RX (Bytes) | Volume-TX (Bytes) Total Bandwidth (bps)
naveen@versa-networks.com 73.170.192.192 COMCAST-7922 93811 K 57.45M 58.25K
naveen@versa-networks.com 73252147171 COMCAST- 7922 22092K 517M 2943 K

Showing 110 2 of 2 entries lanis . i)

Application performance metrics for applications accessed by user Naveen.

Search: | (user"naveen®") Show | 10 v enfries

Site Application MNetwork Prefix User Versa App Rank - | Sessions Network Response Time (ms) Aborted Refused TCP
@, HE-DC-Branch-1 hups 10.40.24.0/24  naveen@versa-networks.com [IINGSIIN a8 22ms 0 0 0 18 2
@, HE-DC-Branch-1 hitp2 10.40.46.0/24  naveen@versa-networks.com [[NSSIIN 1 15ms 0 0 7 18 17.
@, HEDC-Branch-1 ssh 10.40.1.0/24 naveen@versa-networks.com 57 4 15ms o 1] 1 L] 14
@, HE-DC-Branch-1 hups 10.40.46.0/24  naveen@versa-networks.com 4 2 31ms 0 0 0 0 30

s - ---————————————————————— v
Previous =
Showing 1 1o 4 of 4 entries Teviou! - Next
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User View: Tracking all logs for a specific user

User events and actions taken for user traffic can be tracked at per traffic flow level. As an
example, for user Naveen, all log events can be viewed as follows for a specified time range. Log

events here shows IDP event, traffic monitoring events, IPSEC alarms etc.

Corp-Inline-Customer. 1 > ||al = Last 7 days v

SECACC USERS
Usage Events  Logs

) Show Domain Names

Search; (fromUser:-"naveen*")

Receive Time
Oct 215t 2020, 6:07:30 PMPOT _
Oct 215t 2020, 5:58:40 PM PDT
Oct 215 2020, 5:58:40 PM PDT

2020-10-22T00:58:40Z sdwanFlowMonLog, tenant=Corp-Inline-Customer-1, flowDi

2020-10-22T00:58:40Z sdwanFlowMonLog, tenant=Corp-Inline-Customer-1, flowD

qNo=60272, y=73.252.147.171|91 *

fromUser
froml

a-networks.com, protocolld=6, revFC=fc_be, rxBytes=393, egrif=vni-

ks.com, jprotocolld=6, revFC=fc_be, rxBytes=3526, egrif=vr

Oct 215t 2020, 5:53.09 PM PDT

Oct 215t 2020, 5:53:09 PM POT

2020-10-22T00:53:092 alarmLog, tenant=Corp-Inline-Customer-1, alarr

ke-up, fromUsersr

sa-networks.com, alarmSeqNo=60260, alarmKey=73.170.192.192|9|

2020-10-22T00:53:09Z alarmLog, tenant=Corp-Inline-Ci 1
Oct 213t 2020, 5:46:19 PM POT

2020-10-22T00:46:19Z alarmLog, tenant=Corp-Inline-Customer-1, alarr

froml.
P

rks.com, qf 0261, alarmKey=73.170.192.192| 9| nav

Oct 215t 2020, 5:46:19 PMPDT  2020-10-22T00:46:19Z alarmLog, tenant=Corp-Inline-Ci 1,

down, froml

sa-networks.com, alarmSeqNo=60251, alarmKey=73.170.192.192 |9«

dawn, froml

Oct 215t 2020, 5:46:19 PM PDT

com, 0252, alarmKey=73.170.192.192|9|1

2020-10-22T00:46:19Z alarmLog, tenant=Corp-Inline-Customer-1, alarmEvent=tunnel.ike-down, fromUsersnaveen@versa.networks.com, alarmSeqNo=60253, alarmKey=73.170.192.192 o

Oct 21st 2020, 5:37:59 PM PDT

2020-10-22T00:37-59Z idpLog, tenant=Corp-Inline.Customer-1, egrif=yni-0/4.0, fromUser=: @

1
ks.com,{protocolld=6,

10, groupld=1, signaturePriority=high, p

Oct 215t 2020, 5:36:06 PM POT

2020-10-22T00:36:06Z alarmLog, tenant=Corp-Inline-Customer-1, alarmEvent=tu ke-up, fromUser=r 5a-networks.com, alarmSeqNo=60243, alarmKey=73.252.147.171(9|
Oct 215t 2020, 5:36:06 PMPDT  2020-10-22T00:36:06Z alarmLog, tenant=Corp-Inline-C i, p, froml com, g 244, alarmKey=73.252.147.171| 9| nav
Oct 215t 2020, 5:29:.01 PMPDT  2020-10-22T00:29:01Z alarmLog, tenant=Corp-Infine-Customer-1, alarmE: Ike-up, fromUser -networks.com, alarmSeqNo=60238, alarmKey=73.170.192.192|9|
Oct 21st 2020, 5:25:01 PMPDT  2020-10-22T00:29:01Z alarmLog, tenant=Corp-Inline-Ci 1, alarmEs up, frem: rks.com, alarmSeqho=60239, alarmKey=73.170.192.192|9 | nav
Oct 215t 2020, 5:10:25 PMPDT  2020-10-22T00:10:25Z alarmLog, tenant=Corp-Inline-Customer-1, alarr ke-down, fromUser=) @versa ks.com, alarmSeqNo=60215, alarmKey=73.170.192.192
Oct 21st 2020, 5:09:55 PMPDT  2020-10-22T00:09:55Z alarmLog, p-Inline-C 1 d fromiLk etworks.com, qf 214, y=73.170.192.192|9s
Oct 215t 2020, 3:02:48 PMPDT  2020-10-21T22:02:48Z alarmLog, tenant=Corp-Inline-Customer-1, alarmk I-ike-up, fromUser=r sa-networks.com, alarmSeqNo=60146, alarmKey=73.170.192.192|9|
Oct 215t 2020, 3:02:48 PMPDT  2020-10-21T22:02:48Z alarmLog, tenant=Corp-Inline-Ci 1, alarmE: l-up, fromU: rks.com, alarmSeqNo=60147, alarmKey=73.170.192.192| 9| nav
Oct 215t 2020, 121913 PMPDT  2020-10-21T19:19:13Z alarmLog, tenant=Corp-Inline-Customer-1, alarr Ike-down, fromUser a ks.com, alarmSeqMo=60052, alarmKey=73.170.152.192
Oct 215t 2020, 12:18:43 PM PDT  2020-10-21T19:18:43Z alarmLog, tenant=Corp-Inline-C 1, I-d from: 581 rks.com, alarm5eqhNo=60051, alarmKey=73.170.192.192 |91
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